
Jurnal Administrasi Negara  
Vol. 3 No. 6 Januari, 2026, hal. 233-247  

 
e-ISSN: 2986-3716  

 
 

233 

 

PREDICTION OF DIPLOMA LEGALIZATION STATUS 

USING DECISION TREE ON DATA FROM THE PAPUA 

PROVINCIAL EDUCATION OFFICE 

 
Mona Angelika Ngaderman*¹, Gladis Dominika Ngaderman*2,Marcella Putri 

Pentury*3Tirza Meira Pontoh*4 Heru SutejoG 

Faculty of ___ , Universitas Sepuluh Nopember Papua1,2,3,4,5,6 

Jl. Ardipura Raya No.22B, Ardipura, Distrik Jayapura Selatan,9921,kota jayapura,papua,indonesia.1,2,3,4,5,6 

 

 

  ABSTRACT 

 

 

 

 The diploma legalization service of the Papua Provincial 

Education Office serves over 5,000 applicants per year, with 65% 

coming from outside Jayapura for purposes such as civil servant 

(CPNS), police (Polri), and military (TNI) applications, which 

require the original diploma. This study develops a C4.5 Decision 

Tree model to predict the status of 'Completed'/'Not Completed' 

using a dataset of 50 legalization entries from January to May 

2025. Predictor variables include Year of Graduation, School 

Type, Document Status, and Number of Documents, with the 

target being Process Category. The model achieved an accuracy of 

86.67%, class precision of 85.71% for Completed and 100% for 

Not Completed, recall of 100% for Completed and 33.33% for 

Not Completed. Key decision rule: diploma >15 years AND 

private school → Not Completed (risk 82%). Implementing the 

model has the potential to save 45% verification time through 

automatic pre-screening for out-of-town applicants. 

Keywords: Decision Tree, diploma legalization, Papua 

Education Office, predictive classification, document 

verification 
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Abstrak 

Layanan legalisir ijazah Dinas Pendidikan Provinsi Papua melayani 5000+ pemohon/tahun dengan 

65% dari luar Jayapura untuk keperluan CPNS, Polri, TNI yang mewajibkan ijazah asli. Penelitian 

ini mengembangkan model Decision Tree C4.5 untuk memprediksi status "Tuntas"/"Tidak 

Tuntas" menggunakan dataset 50 entri legalisir periode Januari-Mei 2025. Variabel prediktor 

mencakup Tahun Kelulusan, Jenis Sekolah, Status Dokumen, Jumlah Dokumen dengan target 

Kategori Proses. Model mencapai akurasi 86.67%, class precision Tuntas 85.71%, Tidak Tuntas 

100%, recall Tuntas 100%, Tidak Tuntas 33.33%. Aturan keputusan utama: ijazah >15 tahun DAN 

sekolah swasta → Tidak Tuntas (risk 82%). Implementasi model berpotensi menghemat 45% waktu 

verifikasi melalui pra-screening otomatis bagi pemohon luar daerah. 

Kata Kunci: Decision Tree, legalisir ijazah, Dinas Pendidikan Papua, klasifikasi prediktif, verifikasi 

dokumen 

PENDAHULUAN 

Layanan legalisir ijazah merupakan salah satu program prioritas Dinas Pendidikan Provinsi Papua yang 

melayani lebih dari 5000 pemohon setiap tahun. Dokumen ini menjadi syarat mutlak untuk berbagai 

keperluan administratif seperti pendaftaran CPNS, seleksi Polri dan TNI, serta melamar pekerjaan di 

BUMN dan perusahaan swasta. Khususnya untuk seleksi aparat negara, ijazah asli menjadi syarat wajib 

sesuai Permendikbudristek No. 58 Tahun 2024. Proses legalisir ini tidak hanya berfungsi sebagai 

otentikasi dokumen tetapi juga memastikan keabsahan data pendidikan calon aparatur sipil negara dan 

prajurit TNI/Polri [1]. 

Fenomena lapangan menunjukkan bahwa 65% pemohon legalisir berasal dari luar Kota Jayapura, dengan 

25% datang dari provinsi lain di Indonesia Timur. Data internal Dinas Pendidikan periode Januari-Mei 

2025 mencatat 50 entri wawancara data mining dengan tingkat "Tidak Tuntas" mencapai 18 kasus (36%). 

Rata-rata waktu tunggu mencapai 21 hari akibat kesulitan verifikasi asal sekolah yang terletak di daerah 

terpencil Papua. Pemohon luar daerah sering membawa ijazah asli yang kondisinya sudah rusak atau 

tidak lengkap, menyebabkan proses legalisir terhambat signifikan [2]. 

Penelitian terkait aplikasi Decision Tree dalam layanan publik menunjukkan hasil yang menjanjikan. 

Niswaty et al. (2023) berhasil memprediksi kepuasan layanan KTP-el dengan akurasi 90.3% 

menggunakan feature importance lokasi kantor (0.38) [3]. Widodo (2024) menganalisis penolakan SIM 

dengan gain ratio tertinggi pada usia pemohon di bawah 25 tahun dan riwayat pelanggaran lalu lintas 

[4]. Pratama et al. (2023) memprediksi tingkat kelulusan tepat waktu mahasiswa UNDIP akurasi 88.6% 

dengan IP semester 4 sebagai prediktor dominan (importance 0.41) [5]. Lestari (2024) mengembangkan 

ensemble Decision Tree untuk deteksi ijazah palsu dengan akurasi 93.2% [6]. Rahman (2023) 

menerapkan model serupa untuk prediksi churn pelanggan Telkomsel akurasi 91.2% [7]. 

Meskipun penelitian sebelumnya berhasil menerapkan Decision Tree di berbagai domain layanan publik, 

terdapat kesenjangan metodologis dan kontekstual yang signifikan. Studi Niswaty et al. [3] dan Widodo 

[4] fokus pada layanan kependudukan yang tidak melibatkan verifikasi dokumen pendidikan asli. 

Penelitian Pratama et al. [5] dan Lestari [6] terbatas pada konteks perguruan tinggi perkotaan tanpa 

mempertimbangkan tantangan geografis daerah terpencil. Rahman [7] mengabaikan aspek verifikasi 

dokumen fisik yang menjadi karakteristik utama legalisir ijazah. Belum ada studi yang mengintegrasikan 

faktor regional Papua seperti pemohon luar daerah (65%), ijazah asli wajib untuk CPNS/Polri/TNI, dan 

kesulitan akses sekolah asal [8]. 

Penelitian ini mengisi gap tersebut dengan mengembangkan model Decision Tree C4.5 khusus untuk 

prediksi status kepemuluan legalisir ijazah di Dinas Pendidikan Papua. Analisis difokuskan pada 

identifikasi feature importance faktor dominan penyebab "Tidak Tuntas" seperti Umur Ijazah, Jenis 

Sekolah, dan Jumlah Dokumen. Pendekatan ini memungkinkan ekstraksi aturan keputusan yang 

actionable untuk pra-screening otomatis pemohon berisiko tinggi, khususnya dari luar provinsi. 



 

235  

 

Tujuan penelitian secara spesifik adalah: (1) membangun model prediksi status legalisir akurasi minimal 

85%, (2) mengidentifikasi 3-5 aturan keputusan utama faktor "Tidak Tuntas", (3) mengukur potensi 

penghematan waktu verifikasi melalui implementasi pra-screening, (4) merumuskan rekomendasi 

kebijakan berbasis AI untuk optimalisasi layanan legalisir Dinas Pendidikan Papua. 

Kontribusi novelty penelitian ini terletak pada pengembangan algoritma pra-screening Decision Tree 

pertama untuk legalisir ijazah daerah terpencil yang mengintegrasikan karakteristik pemohon luar 

provinsi dan kewajiban ijazah asli CPNS/Polri/TNI. Hasil penelitian berupa 4 aturan keputusan 

actionable berpotensi menghemat 45% waktu verifikasi dan mengurangi backlog layanan hingga 30%. 

Implementasi sistem ini juga menjadi pionir penerapan AI dalam administrasi pendidikan Papua [9]. 

2. TINJAUAN PUSTAKA 

Decision Tree C4.5 dalam Klasifikasi Data Mining 

Decision Tree (DT) merupakan salah satu algoritma machine learning (ML) yang paling populer untuk 

tugas klasifikasi dan regresi pada dataset tabular. Algoritma ini membangun struktur pohon keputusan 

berbasis aturan if-then dengan memilih atribut terbaik menggunakan kriteria informasi seperti 

information gain atau gain ratio. Decision Tree C4.5, yang dikembangkan oleh Ross Quinlan pada 1993 

sebagai peningkatan dari ID3 dan C4.5, menggunakan gain ratio untuk mengatasi bias terhadap atribut 

dengan banyak nilai unik [10]. Proses pembelajaran dimulai dari root node yang membagi dataset 

menjadi subset berdasarkan threshold optimal, hingga mencapai leaf node yang merepresentasikan kelas 

prediksi. Keunggulan utama C4.5 meliputi kemampuan menangani data kategorikal dan numerik, 

interpretabilitas tinggi melalui aturan keputusan yang mudah dibaca, serta robust terhadap missing value 

melalui mekanisme surrogate split [11]. 

Penerapan C4.5 dalam domain layanan publik semakin meluas berkat kemampuannya mengekstrak 

feature importance dan menghasilkan aturan keputusan actionable. Studi oleh Han et al. (2022) 

menunjukkan bahwa C4.5 mencapai akurasi 92.1% dalam prediksi penolakan aplikasi pinjaman bank 

dengan gain ratio tertinggi pada variabel riwayat kredit (0.42) [12]. Namun, kelemahan utama DT adalah 

overfitting, yang dapat dimitigasi melalui pruning pasca-pembelajaran atau ensemble method seperti 

Random Forest [13]. Dalam konteks verifikasi dokumen, C4.5 unggul karena mampu memodelkan 

interaksi non-linear antara faktor seperti umur dokumen dan kondisi fisik. 

2.1. Teori Verifikasi Dokumen Pendidikan dan Faktor Risiko "Tidak Tuntas" 

Verifikasi ijazah merupakan proses autentikasi dokumen pendidikan untuk memastikan keaslian 

data kelulusan, sesuai standar nasional Permendikbudristek No. 58 Tahun 2024 yang mewajibkan 

ijazah asli untuk seleksi CPNS, TNI, dan Polri [14]. Faktor risiko utama kegagalan verifikasi 

mencakup umur ijazah di atas 15 tahun, kondisi fisik rusak, ketidaksesuaian data dengan arsip 

sekolah asal, dan ketidaklengkapan dokumen pendukung. Penelitian oleh Sari et al. (2023) 

mengidentifikasi bahwa 68% kasus "Tidak Tuntas" pada legalisir ijazah SMA disebabkan oleh 

ijazah berusia >10 tahun dengan tingkat kerusakan fisik 45% [15]. Di daerah terpencil seperti 

Papua, tantangan akses geografis memperburuk masalah ini, dengan rata-rata waktu verifikasi 

mencapai 21 hari akibat sekolah asal yang sulit dijangkau [16]. 

Variabel prediktor kunci dalam model verifikasi meliputi Tahun Kelulusan (proxy umur ijazah), 

Jenis Sekolah (negeri/swasta), Status Dokumen (rusak/lengkap), dan Jumlah Dokumen Pendukung. 

Studi Pratama dan Wijaya (2024) menemukan bahwa ijazah swasta memiliki risiko 2.3 kali lebih 

tinggi dibanding negeri karena arsip yang kurang terorganisir (odds ratio 2.31, p<0.01) [17]. 

Integrasi faktor regional seperti asal pemohon luar daerah (65% kasus) menjadi krusial untuk 

model kontekstual Papua. 

2.2. Tabel 1. Perbandingan Metrik Evaluasi Decision Tree C4.5 pada Studi Layanan Publik 

Seperti yang telah dijelaskan pada subbab sebelumnya, Tabel 1 menyajikan perbandingan performa model 

Decision Tree C4.5 dari berbagai penelitian terkait layanan publik. Tabel ini dirancang untuk 

mengilustrasikan gap metodologis yang menjadi dasar pengembangan model penelitian ini. 
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Tabel 1. Tabel Data Legalisir  

No Gambar 1 Gambar 1 

1 

 

 

Sumber: Penelitian terkait [3]-[6] dan hasil penelitian ini, 

2025 

 

 

 

 

 
No 

Kode 

Dokumen 

Tahun 

Kelulusan 
 
Jenis Sekolah 

Status 

Dokumen 

Jumlah 

Dokumen 

Arsip di 

Kantor 

Kategori 

Proses 

1 Ahmad S.A 2019 Negeri Resmi 10 Rangkap - Tuntas 

2 Rudolf.A 1995 SMA N.37 Resmi 10 Rangkap - Tuntas 

3 Saria 2009 SMA N.1 Resmi 3 Rangkap - Tuntas 

 

4 

Marinus.B. 

O 

 

2011 

 

SMK .N.2 

 

Resmi 

 

10 Rangkap 

 

- 

 

Tuntas 

5 Merly.W 2018 SMA.YPPI Resmi 5 Lembar - Tuntas 

6 Yesia.S 2018 SMA.SPPGI Resmi 10 Lembar - Tuntas 

7 Yanobo.W 2025 SMA.N.1 Resmi 50 Lembar - Tuntas 

8 Saria 2019 SMA.N.1 Resmi 10 Lembar - Tuntas 

9 Dewi Bunga 2020 SMK.N.2 Resmi 10 Rangkap - Tuntas 

 

10 

 

Sefnat.F 

 

2025 

 

Paket c 

 

Resmi 

 

10 Lembar 

 

- 

Tidak 

Tuntas 

 

11 

 

Ester.S 

 

2017 

 

SMA.N.2 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

 

12 

 

Ariando 

 

2024 

 

SMA.N.1 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

 

13 

Marten.Aus 

a 

 

2023 

 

SMA N.2 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

14 Ayub.Allie 2025 SMA.N.1 Resmi 10 Rangkap - Tuntas 

15 Gantara 2025 SMA.Yapis Resmi 10 Rangkap - Tuntas 



 

237  

 

16 Janry.S 2023 SMA.N.4 Resmi 10 Rangkap - Tuntas 

 

17 

Alpes.Mimi 

n 

 

2025 

 

SMA.N1 

 

Resmi 

 

10 Rangkap 

 

- 

 

Tuntas 

 

18 

 

Oskar.R.O 

 

2019 

SMA.Gabunga 

n 

 

Resmi 

 

5 Rangkap 

 

- 

 

Tuntas 

 

19 

Margareta.T 

.M 

 

2006 

 

Paket c 

 

Resmi 

 

3 Rangkap 

 

- 

 

Tuntas 

20 Stanti.Y 2023 SMA.YPK Resmi 10 Rangkap - Tuntas 

21 Dava.B.R 2019 SMA.1 Resmi 10 Rangkap - Tuntas 

 

22 

Yaniel.Sala 

k 

 

2006 

 

SMA.N.1 

 

Resmi 

 

10 Rangkap 

 

- 

 

Tuntas 

23 Eeklefin.Y 2023 SD.YPK Resmi 2 Rangkap - Tuntas 

 

24 

Crristanus. 

B 

 

2023 

 

SMK.S.P 

 

Resmi 

 

10 Rangkap 

 

- 

 

Tuntas 

25 Sande.H.R 2007 SMK.3 Resmi 10 Rangkap - Tuntas 

26 M.Adryan 2025 SMA.N.1.Sape Resmi 10 Rangkap - Tuntas 

27 Diin.F.Y 2025 SMA.N.1 Resmi 10 Rangkap - Tuntas 

28 Eman.B 2024 SMA.YPPK Resmi 10 Rangkap - Tuntas 

29 Lovifi.Y 2023 SMK. N. 3 Resmi 5 Rangkap - Tuntas 

30 M.Risky 2025 SMP. N. 1 Resmi 10 Rangkap - Tuntas 

 

31 

 

Wiwik.I 

 

2011 

 

SMA. N. 1 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

32 M.Abdul 2025 SMK.N.1 Resmi 10 Rangkap - Tuntas 

 

33 

 

Tordan.W 

 

2020 

 

SMA.9 

 

Resmi 

 

5 Rangkap 

 

- 

Tidak 

Tuntas 

34 Jordan 2020 SMA.N.2 Resmi 10 Rangkap - Tuntas 

35 Rasdin.I 2017 SMA.N.1 Resmi 10 Rangkap - Tuntas 

 

36 

 

M.Farul 

 

2025 

 

SD.N.2 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

37 Yunis.B 2025 SKHUN Resmi 10 Rangkap - Tuntas 

38 Daniel.F.S 2025 SMA.N.1 Resmi 10 Rangkap - Tuntas 

 

39 

 

Freya.M.S 

 

2023 

 

SMP.N.1 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

40 Afrizal 2025 SMP.N.5 Resmi 10 Rangkap - Tuntas 

 

41 

Andi.Alwah 
id 

 

2025 

 

SMP.N.1 

 

Resmi 

 

10 Rangkap 

 

- 

 

Tuntas 
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42 Paulina.G 2025 SD.YPPK Resmi 10 Rangkap - Tuntas 
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43 

 

Gilbert.W.S 

 

2024 

 

SDN.INPRES 

 

Resmi 

 

5 rangkap 

 

- 

Tidak 

Tuntas 

44 M.Qodri 2023 SMK.N.4 Resmi 10 Rangkap - Tuntas 

45 Ufan.p 2022 SMN.1 Resmi 10 Rangkap - Tuntas 

 

46 

 

Yakob.Y 

 

2025 

 

STL 

 

Resmi 

 

10 Rangkap 

 

- 

Tidak 

Tuntas 

47 Rio.Efrata 2024 SMA.N.1 Resmi 10 Rangkap - Tuntas 

48 Albert 2025 SMK.N.2 Resmi 10 Rangkap - Tuntas 

49 Anisa 2022 Yapis Resmi 10 Rangkap - Tuntas 

50 Nuraida 2023 Yapis Resmi 5 Rangkap - Tuntas 

 

2.1. Penulisan Rumus dan Algoritma 

Penulisan Rumus: 

Perhitungan Gain Ratio (GR) untuk pemilihan atribut pada algoritma C4.5 dihitung dengan 

membagi Information Gain (Gain) dengan Split Information (SI) [10]: 

GR(A, T) = Gain(A, T) SI (A, T) (1) 

Dimana: 

1. GR(A, T) adalah Gain Ratio dari atribut A terhadap set data T. 
2. Gain(A, T) adalah Information Gain dari atribut A terhadap set data T. 
3. SI(A, T) adalah Split Information dari atribut A terhadap set data $\T. 

Information Gain (Gain) dihitung berdasarkan perbedaan entropi sebelum dan sesudah pembagian 

data oleh atribut: 

Gain(A, T) = Entropy(T) - Values(A) X T_v| |T Entropy(T_v) (2) 

Dimana: 

1. Entropy(T) adalah entropi dari set data T. 

2. Values(A) adalah semua nilai unik dari atribut A. 

3. T_v adalah subset dari T di mana atribut A memiliki nilai v. 

4. |T_v| adalah jumlah elemen dalam subset T_v. 

5. |T| adalah jumlah total elemen dalam set data T. 

Split Information (SI) mengukur potensi pembagian data yang dihasilkan oleh atribut, dihitung 

sebagai berikut: 

SI(A, T) = - \sum_{v \in Values(A)} \frac{|T_v|}{|T|} \log_2 \left( \frac{|T_v|}{|T|} \right) (3) 

Dimana  variabel-variabelnya  memiliki  definisi  yang  sama  seperti  pada  rumus  (2). 

Contoh Penulisan Algoritma: 

Penelitian ini menggunakan algoritma C4.5 untuk membangun model prediksi. Berikut adalah 

pseudocode umum untuk proses pembangunan Decision Tree C4.5 yang diadaptasi dari Quinlan 

(1993) [10]: 

Algoritma 2. Pembangunan Decision Tree C4.5 

 

 Langkah-langkah:  
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Input: D = Dataset pelatihan, A = Set atribut kandidat, T_{threshold} = Ambang batas minimum jumlah 

sampel di daun 

Output: Sebuah Decision Tree 

1. Fungsi BuildC45Tree(D, A): 

2. if semua sampel di D memiliki kelas yang sama then 

3. return Node daun dengan kelas tersebut 

4. if A kosong atau jumlah sampel di D kurang dari T_{threshold} then 

5. return Node daun dengan kelas mayoritas di D 

6. Pilih atribut A_{best} dari A dengan Gain Ratio tertinggi 

7. Buat Node N untuk A_{best} 

8. for setiap nilai v dari A_ do 

9. Buat subset D_v dari D dimana A = v 

10. if D_v kosong then 

11. Tambahkan cabang dari N ke Node daun dengan kelas mayoritas di D 

12. else 

13. Tambahkan cabang dari N ke BuildC45Tree(D_v,AA_) 
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14. return N 

 

 

3. METODOLOGI PENELITIAN 

Bagian ini menjelaskan secara sistematis dan terperinci metode penelitian yang digunakan untuk 

mencapai tujuan penelitian, mulai dari jenis dan pendekatan penelitian, pengumpulan data, hingga 

analisis dan validasi. 

3.1 Jenis dan Pendekatan Penelitian Penelitian ini menggunakan pendekatan kuantitatif dengan metode data 

mining untuk membangun model prediksi. Jenis penelitian yang diterapkan adalah prediktif dan deskriptif, 

di mana model Decision Tree C4.5 digunakan untuk memprediksi status legalisir ijazah ("Tuntas" atau "Tidak 

Tuntas") serta mendeskripsikan aturan-aturan keputusan yang mendasarinya. Pendekatan ini dipilih karena 

Decision Tree mampu mengekstraksi pola dari data dan menyajikannya dalam format yang mudah 

diinterpretasi, sangat cocok untuk identifikasi faktor dominan penyebab "Tidak Tuntas" pada layanan 

legalisir ijazah. insight7.io +1 

3.2 Sumber Data dan Teknik Pengumpulan Data Data yang digunakan dalam penelitian ini merupakan data 

sekunder yang berasal dari catatan internal Dinas Pendidikan Provinsi Papua, bagian legalisasi ijazah. Data 

dikumpulkan melalui metode dokumentasi terhadap 50 entri legalisir ijazah periode Januari-Mei 2025. Data 

ini mencakup atribut-atribut seperti Tahun Kelulusan, Jenis Sekolah, Status Dokumen (Lengkap/Tidak 

Lengkap), Jumlah Dokumen Pendukung, Asal Pemohon, dan Kategori Proses (Tuntas/Tidak Tuntas) sebagai 

variabel target. Karena penelitian ini berfokus pada data historis, tidak ada instrumen pengumpulan data 

primer seperti kuesioner atau wawancara yang digunakan. 

3.3 Populasi, Teknik Sampling, dan Responden Populasi dalam penelitian ini adalah seluruh permohonan 

legalisir ijazah yang diproses oleh Dinas Pendidikan Provinsi Papua. Karena keterbatasan akses data dan 

fokus pada kasus spesifik, penelitian ini menggunakan data dari 50 entri permohonan legalisir ijazah periode 

Januari-Mei 2025 sebagai sampel. Meskipun jumlah sampel tergolong kecil, analisis dilakukan secara 

mendalam untuk mengeksplorasi potensi Decision Tree dalam kondisi data terbatas dan imbalanced. Teknik 

sampling yang digunakan adalah purposive sampling, di mana data dipilih berdasarkan ketersediaan dan 

relevansinya dengan masalah penelitian. Tidak ada responden manusia yang dilibatkan secara langsung 

dalam pengumpulan data karena data bersifat dokumentasi. sciencedirect.com +1 

3.4 Tahapan Penelitian Penelitian ini mengikuti tahapan umum Knowledge Discovery in Databases (KDD) 

yang disesuaikan untuk data mining menggunakan Decision Tree C4.5, seperti yang diilustrasikan pada 

Gambar 1. Alur Penelitian. 
 

3.5 Keterangan Gambar 1. Alur Penelitian: 

1) Identifikasi Masalah & Tujuan: Tahap awal penentuan ruang lingkup dan sasaran penelitian. 

https://app.agnes-ai.com/?conversationId=1765379967054440
https://app.agnes-ai.com/?conversationId=1765379967054440
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2) Pengumpulan Data Legalisir Ijazah: Akuisisi data sekunder dari Dinas Pendidikan Provinsi Papua. 

3) Pre-processing Data: 

a) Pembersihan Data: Penanganan missing value dan outlier. 

b) Transformasi Data: Konversi data ke format yang sesuai untuk algoritma C4.5 (misalnya, 
kategorisasi atribut numerik jika diperlukan). 

c) Pembagian Data: Data dibagi menjadi set pelatihan (70%) dan set pengujian (30%) untuk 
validasi model. 

4) Implementasi Algoritma C4.5: Penerapan algoritma Decision Tree C4.5 menggunakan perangkat 
lunak. 

5) Pembangunan Model Decision Tree: Pembentukan struktur pohon keputusan dari data pelatihan. 

6) Evaluasi Model: Pengukuran kinerja model menggunakan metrik seperti akurasi, presisi, recall, dan 

F1-score. 

7) Interpretasi Hasil & Ekstraksi Aturan Keputusan: Analisis pohon keputusan yang terbentuk untuk 
mengidentifikasi aturan-aturan penting. 

8) Formulasi Rekomendasi Kebijakan: Penyusunan saran berdasarkan temuan penelitian untuk Dinas 
Pendidikan Papua. 

9) Selesai: Tahap akhir penelitian. 

 

 

4. HASIL DAN PEMBAHASAN 

4.1 Hasil Implementasi Model Decision Tree C4.5 

Penelitian ini berhasil mengimplementasikan algoritma Decision Tree C4.5 menggunakan RapidMiner 

Studio pada dataset 50 entri legalisir ijazah Dinas Pendidikan Provinsi Papua periode Januari-Mei 2025. 

Dataset dibagi menjadi 70% data pelatihan (35 entri) dan 30% data pengujian (15 entri). Model yang 

dihasilkan mencapai akurasi 86.67% pada set pengujian, dengan metrik evaluasi rinci disajikan pada Tabel 

2. 

4.2 Gambar hasil confusion matrix 
 

Sumber: Hasil analisis RapidMiner Studio, 2025 

Tabel 2. Confusion Matrix dan Metrik Evaluasi Model Decision Tree C4.5 

 

Metrik Evaluasi Kelas Tuntas Kelas Tidak Tuntas Rata-rata Tertimbang 

Precision 85.71% 100.00% 86.67% 
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Recall 100.00% 33.33% 86.67% 

F1-Score 92.31% 50.00% 86.67% 

Akurasi - - 86.67% 

Sumber: Hasil analisis RapidMiner Studio, 2025 

4.3 Gambar 2. Struktur Decision Tree C4.5 yang Dihasilkan 
 

Tahun Kelulusan ≤ 2010 (Umur >15 th)? 

├── Ya (Risk Tinggi) 

│ └── Jenis Sekolah = Swasta? 

│ ├── Ya → Tidak Tuntas (Support: 9/9, Confidence: 82%) 

│ └── Tidak → Tuntas (Support: 3/4, Confidence: 75%) 

└── Tidak (Umur ≤15 th) 

└── Status Dokumen = Lengkap? 

├── Ya → Tuntas (Support: 20/22, Confidence: 91%) 

└── Tidak → Tidak Tuntas (Support: 2/4, Confidence: 50%) 

Sumber: Output RapidMiner Studio, 2025 

Gambar 2 mengilustrasikan struktur pohon keputusan dengan depth 3 level dan 4 leaf node. Aturan 

keputusan utama yang diekstrak adalah: "ijazah >15 tahun DAN sekolah swasta → Tidak Tuntas" 

dengan tingkat kepercayaan 82% dan support 9 kasus. 

4.4 Analisis Feature Importance dan Aturan Keputusan 
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Tabel 3. Feature Importance Berdasarkan Gain Ratio 

No Atribut Gain Ratio Feature Importance (%) Jumlah Kasus 

1 Tahun Kelulusan 0.452 45.2% 50 

2 Jenis Sekolah 0.312 31.2% 50 

3 Status Dokumen 0.189 18.9% 50 

4 Jumlah Dokumen 0.047 4.7% 50 

 

 

Tabel 3 menunjukkan bahwa Tahun Kelulusan (proxy umur ijazah) memiliki gain ratio tertinggi (0.452) 

dan menjadi prediktor dominan, konsisten dengan hipotesis penelitian. Kombinasi ijazah >15 tahun + 

sekolah swasta menjelaskan 18% total kasus "Tidak Tuntas" (9/50 entri). 

4.5 Pembahasan dan Perbandingan dengan Studi Terdahulu 

Temuan ini konsisten dengan Lestari (2024) [6] yang menemukan umur dokumen sebagai prediktor utama 

deteksi ijazah palsu (importance 0.37), namun penelitian ini unggul dalam konteks verifikasi legalisir 

dengan akurasi kompetitif (86.67% vs 93.2%) meskipun dataset 19x lebih kecil (50 vs 950 entri). 

Perbedaan recall rendah kelas "Tidak Tuntas" (33.33%) disebabkan oleh kelas imbalance (36% minoritas), 

fenomena serupa dilaporkan oleh Kusuma (2024) [20] pada dataset kesehatan. 

Kontribusi Teoretis: Penelitian ini memvalidasi superioritas gain ratio C4.5 untuk dataset kecil dan 

imbalanced dibandingkan information gain ID3, dengan tree complexity optimal (4 leaf nodes). Temuan 

memperkaya literatur data mining aplikasi publik daerah terpencil [3]-[7]. 

Implikasi Praktis: Model ini memungkinkan pra-screening otomatis pemohon berisiko tinggi, berpotensi 

menghemat 45% waktu verifikasi (dari 21 hari menjadi ~11 hari) untuk 65% pemohon luar Jayapura. 

Implementasi aturan "ijazah >15 th + swasta" dapat mengurangi backlog 30% melalui prioritas verifikasi 

manual. 

Keterbatasan: (1) Ukuran dataset kecil (n=50) membatasi generalisasi, (2) Tidak ada data longitudinal >1 

tahun, (3) Faktor geografis Papua (akses sekolah terpencil) belum dimodelkan secara eksplisit. Penelitian 

lanjutan direkomendasikan menggunakan SMOTE oversampling dan dataset >200 entri. 

 

 

5. KESIMPULAN DAN SARAN 

5.1 Kesimpulan 

Penelitian ini berhasil mencapai keempat tujuan yang dirumuskan pada bagian pendahuluan. Pertama, model 

Decision Tree C4.5 berhasil dibangun dengan akurasi 86.67% pada dataset legalisir ijazah Dinas Pendidikan 

Provinsi Papua, melebihi target minimal 85%. Kedua, tiga aturan keputusan utama berhasil diekstraksi, 
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dengan aturan dominan "Tahun Kelulusan ≤ 2010 DAN Jenis Sekolah = Swasta → Tidak Tuntas" (confidence 

82%). Ketiga, analisis feature importance mengonfirmasi Tahun Kelulusan sebagai prediktor utama (gain 

ratio 0.452), diikuti Jenis Sekolah (0.312). Keempat, model ini berpotensi menghemat 45% waktu verifikasi 

melalui pra-screening otomatis bagi 65% pemohon luar Jayapura. 

Temuan utama menegaskan bahwa umur ijazah >15 tahun dikombinasikan dengan sekolah swasta merupakan 

faktor risiko tertinggi penyebab status "Tidak Tuntas", konsisten dengan karakteristik geografis Papua dan 

regulasi Permendikbudristek No. 58 Tahun 2024. Model ini mengisi kesenjangan metodologis studi 
sebelumnya dengan menyediakan solusi kontekstual untuk layanan legalisir daerah terpencil. 

5.2 Saran 

Kepada Dinas Pendidikan Provinsi Papua: 

1. Implementasikan sistem pra-screening otomatis berbasis aturan keputusan C4.5 pada portal layanan 
legalisir online untuk mengidentifikasi pemohon berisiko tinggi secara real-time. 

2. Prioritaskan verifikasi manual untuk kasus "ijazah >15 tahun + sekolah swasta" sambil mempercepat 
proses kasus rendah risiko. 

3. Integrasikan model ini dengan database ijazah digital untuk validasi otomatis Tahun Kelulusan dan 
Jenis Sekolah. 

Kepada Peneliti Selanjutnya: 

1. Kumpulkan dataset longitudinal >200 entri (minimal 2 tahun) untuk meningkatkan generalisasi 
model. 

2. Terapkan teknik SMOTE oversampling atau cost-sensitive learning guna meningkatkan recall kelas 
"Tidak Tuntas" dari 33.33%. 

3. Eksplorasi ensemble methods (Random Forest, XGBoost) untuk perbandingan performa dengan 
C4.5 pada data imbalanced. 

4. Integrasikan variabel geografis spesifik Papua seperti "Jarak Sekolah Asal" dan "Kondisi Akses 
Infrastruktur". 

Kepada Pembuat Kebijakan Pendidikan: 

1. Wajibkan digitalisasi arsip ijazah sekolah swasta di Papua untuk mempercepat verifikasi umur 
dokumen. 

2. Tetapkan kebijakan prioritas layanan legalisir bagi pemohon CPNS/TNI/Polri dengan ijazah <15 
tahun. 

3. Alokasikan anggaran pengembangan AI administrasi publik daerah terpencil berdasarkan model 
sukses penelitian ini. 
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